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ABSTRAK  

Deteksi objek merupakan komponen penting dalam pengembangan sistem otomatis di bidang kesehatan, 

khususnya pada sektor farmasi, seperti proses identifikasi dan pengelolaan obat. Tantangan utama dalam 

sistem deteksi obat berbasis citra adalah mencapai tingkat akurasi yang tinggi serta kemampuan generalisasi 

yang baik terhadap variasi bentuk, warna, dan kondisi pencahayaan obat. Penelitian ini menerapkan metode 

Faster R-CNN dengan backbone AlexNet untuk mendeteksi dan mengklasifikasikan objek obat pada citra 

digital. Proses pelatihan dilakukan dengan beberapa skenario jumlah epoch untuk mengevaluasi pengaruh 

durasi pelatihan terhadap kinerja model. Hasil evaluasi menunjukkan bahwa model mampu mencapai tingkat 

akurasi hingga 98%, yang menandakan kemampuan deteksi obat yang sangat baik. Peningkatan jumlah 

pelatihan memberikan performa yang lebih stabil dan konsisten dalam mengenali objek obat. Berdasarkan 

hasil eksperimen, dapat disimpulkan bahwa Faster R-CNN berbasis AlexNet efektif diterapkan pada aplikasi 

farmasi, terutama untuk mendukung sistem distribusi, pengemasan, dan penghitungan obat yang 

membutuhkan ketelitian dan keandalan tinggi. 

Kata Kunci: Deteksi Objek, Deteksi Obat, Faster R-CNN, AlexNet, Deep Learning. 

 

ABSTRACT  

Object detection is a crucial component in the development of automated systems in the healthcare domain, 

particularly in pharmaceutical applications such as pill identification and management. One of the main 

challenges in image-based pill detection systems is achieving high accuracy and robust generalization under 

variations in pill shape, color, and illumination conditions. This study applies the Faster R-CNN framework 

with an AlexNet backbone to detect and classify pill objects in digital images. The model is trained using 

multiple epoch configurations to analyze the effect of training duration on detection performance. 

Experimental results show that the proposed approach achieves an accuracy of up to 98%, demonstrating 

strong detection capability. Increasing the number of training epochs improves the stability and consistency 

of pill recognition. These results indicate that AlexNet-based Faster R-CNN is effective for pharmaceutical 

applications, particularly in drug distribution, packaging, and pill counting systems that require high 

precision and reliability. 

Keywords: Object Detection, Pill Detection, Faster R-CNN, AlexNet, Deep Learning. 

 

INTRODUCTION 

Errors in pill counting and drug distribution remain significant issues that affect patient 

safety and healthcare service efficiency, potentially leading to dosage errors, treatment delays, and 

economic losses (Bates et al., 1997; Morimoto et al., 2004). Automation of pill counting processes in 

pharmacies and pharmaceutical production lines aims to reduce manual errors by improving 

consistency (Heo et al., 2023) and processing speed (S.MANIKANDAN et al., 2025). In the field of 

computer vision, two-stage object detection approaches (Babasaheb, 2023; Chughtai et al., 2019), 

such as Faster R-CNN (Ren et al., 2017) with an AlexNet backbone (Krizhevsky et al., 2012), provide 

accurate detection by separating region proposal and classification stages, making them suitable for 
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pharmaceutical applications that require high precision in pill identification and counting (Tan et al., 

2021). 

Technical challenges in pill counting tasks include the small size of pill objects (Nikouei et 

al., 2025), inter-pill occlusion, variations in illumination and background, and reflective surfaces that 

may cause false positive and false negative detections (Akyon et al., 2022). Previous studies on small 

object detection and object counting propose several effective mitigation strategies (Qomariah et al., 

2021; Yang et al., 2023), including multi-scale feature representation, increased input image 

resolution, loss functions that emphasize small objects, and domain-specific data augmentation to 

improve robustness under real-world conditions (Li et al., 2022; Liang et al., 2022). 

Research in pharmaceutical and healthcare domains shows that the integration of deep 

learning techniques, particularly object detection combined with pill identification, achieves 

practical accuracy and reduces the risk of medication error (Al-Hussaeni et al., 2023; Chiu, 2024). 

Comparative studies of object detection models such as RetinaNet, SSD, and Faster R-CNN report 

that two-stage detectors provide high localization accuracy, making them suitable for applications 

that require precise object recognition or segmentation (Abdullah et al., 2018; Qomariah et al., 2025). 

Classical image processing approaches remain applicable in specific cases, such as pill detection in 

blister packaging with relatively uniform shapes; however, these methods generally exhibit limited 

generalization to diverse real-world scenarios (M et al., 2023). 

For pill counting, the literature typically distinguishes two main approaches: (a) count-by-

detection, which estimates the number of pills by counting detected bounding boxes, and (b) 

regression- or density-based methods that directly predict object counts from images. Hybrid 

strategies that combine object detection for localization with post-processing counting or customized 

non-maximum suppression demonstrate strong performance in dense and overlapping pill 

scenarios (Cohen et al., 2017; Liu et al., 2018). Deployment on edge devices requires lightweight 

models and optimization techniques, such as pruning, quantization, and ONNX-based export, to 

ensure efficient inference while maintaining detection accuracy (Guerrouj et al., 2025). 

Considering the existing research gap, particularly the limited evaluation under dense 

multi-pill conditions and the lack of comprehensive counting-specific metrics, this study proposes 

the design, implementation, and evaluation of an Automatic Pill Counting system based on Faster 

R-CNN with an AlexNet backbone (Krizhevsky et al., 2012; Ren et al., 2017). The proposed system 

focuses on realistic multi-pill dataset construction and augmentation, optimization of Faster R-CNN 

for small pill detection, comprehensive evaluation of detection and counting performance, and 

deployment-oriented optimization to support reliable integration into pharmacy management 

systems. 

 

Material (Dataset) 

The PillBox (retired) dataset is a reference collection of solid oral medication images 

developed by the National Library of Medicine (NLM) (Pillbox, 2025). The images are acquired using 

a professional studio imaging system with high-resolution digital cameras, controlled illumination, 

homogeneous backgrounds, and consistent object orientations, resulting in high-quality images with 

resolutions of up to 1600×1600 pixels and full-color representation. The dataset is accompanied by 

comprehensive metadata, including physical dimensions, geometric shape, dominant color, imprint 

text, and linkage to drug ontology through RxNorm. 
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In this study, the PillBox dataset is used as a baseline reference dataset for developing an 

automatic pill detection and counting system based on Faster R-CNN with an AlexNet backbone. 

Since most images contain a single object per frame, data augmentation is applied to simulate real-

world conditions, including Flippin in H-flip and V-flip, rotation, brightness and zooming. The high 

resolution of the original images enables controlled downsampling to match the model input size 

while preserving critical visual features. Consequently, the PillBox dataset serves as a reliable 

ground-truth reference for model training and evaluation prior to deployment on more complex, 

non-controlled images. 

 

RESEARCH METHODS 

Faster R-CNN is a two-stage object detection framework that integrates feature extraction, 

region proposal generation, and object classification with bounding box regression in an end-to-end 

manner (Ren et al., 2017). Given an input image 𝐼, a convolutional neural network backbone is 

employed to extract high-level visual representations, which can be expressed in equation 1. 

𝐹 = 𝐵(𝐼) (1) 

where 𝐵(. ) denotes the backbone network and 𝐹 represents the resulting feature map used 

for subsequent detection stages. 

In this study, AlexNet is adopted as the backbone network of Faster R-CNN to extract 

discriminative features from pill images. AlexNet consists of five convolutional layers followed by 

three fully connected layers, utilizing large convolution kernels in the early layers to capture global 

visual patterns and smaller kernels in deeper layers to encode more detailed semantic features. Each 

convolutional layer is followed by a ReLU activation function, while max-pooling layers are applied 

to reduce spatial resolution and improve translation invariance. Dropout and local response 

normalization are employed to enhance training stability and reduce overfitting (Krizhevsky et al., 

2012). 

Based on the extracted feature map 𝐹, the Region Proposal Network (RPN) generates a set 

of candidate object regions by predicting objectness scores and bounding box offsets for predefined 

anchor boxes. The RPN is optimized using a multi-task loss function that combines classification and 

regression terms, formulated in equation 2. 

ℒ𝑅𝑃𝑁 = ℒ𝑐𝑙𝑠(𝑝, 𝑝
∗) +⋋ ℒ𝑟𝑒𝑔(𝑡, 𝑡

∗) (2) 

where 𝑝 and 𝑝∗ represent the predicted and ground-truth objectness labels, and 𝑡 and 𝑡∗ 

denote the predicted and reference bounding box parameters. 

The generated region proposals are then aligned to a fixed-size feature representation using 

RoI Align and forwarded to the Fast R-CNN detection head for final object classification and 

bounding box refinement. The overall optimization objective of Faster R-CNN is defined in equation 

3. 

ℒ = ℒ𝑅𝑃𝑁 + ℒ𝑑𝑒𝑡 (3) 

This two-stage detection strategy enables precise localization and classification of small 

objects, such as pharmaceutical pills, making Faster R-CNN with an AlexNet backbone well suited 

for automated pill detection and counting systems that require high accuracy and reliability. 
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A. Evaluation Metrics 

The performance of the proposed Faster R-CNN with AlexNet backbone (Krizhevsky et al., 

2012; Ren et al., 2017) is evaluated using accuracy, precision, and recall metrics to assess its detection 

reliability in pharmaceutical pill identification. Accuracy measures the overall correctness of the 

model by comparing the number of correct predictions to the total number of evaluated samples, 

and it is defined in equation 4. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
(4) 

where 𝑇𝑃 denotes true positives, 𝑇𝑁 true negatives, 𝐹𝑃 false positives, and 𝐹𝑁 false 

negatives. This metric provides a general indication of model effectiveness in correctly detecting and 

rejecting pill objects. 

Precision and recall are employed to evaluate the model’s capability in identifying pill 

objects accurately and completely. Precision quantifies the proportion of correctly detected pill 

instances among all detected instances, while recall measures the proportion of correctly detected 

pill instances relative to all ground-truth instances. These metrics are formulated in equation 5 and 

6. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (5) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (6) 

High precision indicates a low false positive rate, whereas high recall reflects the model’s 

robustness in minimizing missed detections. Together, these metrics provide a comprehensive 

evaluation of the Faster R-CNN model performance in pharmaceutical applications, where accurate 

and reliable pill detection is critical for reducing medication errors. 

 

RESULTS AND DISCUSSION 

The dataset used in this study is derived from the PillBox (Retired) collection, which was 

previously developed and maintained by the U.S. National Library of Medicine (NLM). This dataset 

contains thousands of standardized images of prescription pills with diverse visual characteristics, 

including variations in shape, color, size, and imprint patterns used for drug identification. Each 

image is provided at a consistent resolution and accompanied by descriptive labels prior to the 

dataset being retired. The high visual diversity of the PillBox dataset makes it well suited for training 

deep learning–based object detection models, particularly Faster R-CNN with an AlexNet backbone 

(Krizhevsky et al., 2012; Ren et al., 2017), to improve generalization performance in pharmaceutical 

pill detection tasks. 

In the experimental setup, the dataset is randomly partitioned into training, validation, and 

testing subsets with ratios of 70%, 20%, and 10%, respectively. Each image is consistently paired with 

its corresponding annotation file to preserve label integrity across all splits, and the dataset is 

shuffled prior to partitioning to mitigate sampling bias. To enhance data diversity and improve 

model generalization, several data augmentation techniques are applied to the training set, including 

horizontal and vertical flipping, small-angle rotation, brightness adjustment, and slight zooming, as 

illustrated in Figure 1. The augmented dataset is then organized into separate directory structures 

for images and labels, enabling systematic model training, hyperparameter tuning, and objective 

evaluation of the Faster R-CNN model on unseen pill images. 
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Faster R-CNN is implemented using AlexNet as the feature extraction backbone. The 

pretrained AlexNet model is initialized with ImageNet weights, and only the convolutional feature 

extractor is utilized to generate feature maps, with the output channel size set to 256 to match the 

detection head requirements. A custom Region Proposal Network (RPN) is defined using an anchor 

generator with five anchor scales (32, 64, 128, 256, 512) and th sree aspect ratios (0.5, 1.0, 2.0) to 

accommodate pills of varying sizes and shapes. For region feature extraction, a MultiScale RoI Align 

layer with an output size of 7×7 is applied to the single feature map produced by AlexNet. The 

complete Faster R-CNN model integrates the backbone, RPN, and RoI pooling components, enabling 

end-to-end training for pill detection and classification. This configuration balances detection 

accuracy and computational efficiency, making it suitable for pharmaceutical image analysis. 

the Faster R-CNN model with an AlexNet backbone is trained using a stochastic gradient 

descent (SGD) optimizer with a learning rate of 0.005, momentum of 0.9, and weight decay of 0.0005, 

which provides stable convergence during training. The model is trained for 10 epochs on a GPU 

when available, and a StepLR scheduler is applied to reduce the learning rate by a factor of 0.1 every 

five epochs, enabling finer parameter updates in later training stages. During each iteration, the total 

loss is computed as the sum of classification, bounding box regression, and RPN losses, and 

backpropagation is performed end-to-end. The reported training loss consistently decreases across 

epochs, indicating effective learning and convergence of the Faster R-CNN model. This training 

strategy contributes to the reliable detection performance observed in the evaluation metrics, 

including accuracy, precision, and recall, on the test dataset as shown in Table 1. 

 

Table 1. Performance Evaluation Comparison of the Proposed Faster R-CNN with Alexnet 

Method. Epoch 
Percentage Minute 

Precision Recall Accuracy Time Computation 

FasterRCNN+Resnet50 10 95 92 93.5 233 

FasterRCNN+Resnet50 50 96 96 96 978 

FasterRCNN+Alexnet 10 98 96 97 67 

FasterRCNN+Alexnet 50 98 99.7 98.8 160 

 

Table 1 presents a performance evaluation comparison between Faster R-CNN models using 

ResNet50 and AlexNet backbones under different training epochs. The results indicate that Faster 

R-CNN with an AlexNet backbone consistently outperforms the ResNet50-based model in terms of 

precision, recall, and overall accuracy. At 10 epochs, Faster R-CNN + AlexNet achieves a precision 

of 98% and a recall of 96%, resulting in an accuracy of 97%, while also requiring significantly less 

computation time (67 minutes) compared to ResNet50 (233 minutes). When trained for 50 epochs, 

the AlexNet-based model further improves recall to 99.7% and reaches the highest accuracy of 98.8%, 

demonstrating superior detection performance with relatively low computational cost. 
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Figure 1. Augmentation Results. 

 

Discussion 

The comparative results in Table 1 highlight the effectiveness of using AlexNet as a backbone 

for Faster R-CNN in pill detection tasks (Krizhevsky et al., 2012; Ren et al., 2017). Despite ResNet50 

(He et al., 2016) being a deeper network, its performance gains are marginal compared to the 

substantial increase in computational time. In contrast, AlexNet provides a favorable trade-off 

between accuracy and efficiency, achieving higher precision and recall while significantly reducing 

training time. The improvement observed at 50 epochs suggests that the AlexNet-based model 

benefits from longer training without overfitting, leading to better generalization. These findings 

indicate that Faster R-CNN with AlexNet is more suitable for practical pharmaceutical applications, 

where high detection accuracy and computational efficiency are critical for real-world deployment.  

The detection results shown in Figure 2. indicate that the proposed Faster R-CNN model 

with an AlexNet backbone is capable of accurately localizing and classifying pill objects in a single 

image. The model successfully identifies two pill instances as Class 1 with a confidence score of 1.00, 

demonstrating high detection reliability. The bounding boxes closely follow the pill boundaries, 

even in the presence of background elements such as measurement scales, indicating that the region 

proposal and feature extraction processes are robust to contextual noise. Moreover, the correct 

detection of pills with different surface imprints confirms that the model effectively learns 

discriminative features related to pill shape and texture rather than relying solely on imprint 

patterns. These qualitative results are consistent with the quantitative evaluation and further 

validate the effectiveness of the proposed approach for practical pill detection applications. 
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CONCLUSION 

This research confirms that the Faster R-CNN model with an AlexNet backbone is 

an effective and efficient solution for pharmaceutical pill detection using the PillBox 

(Retired) dataset. The experimental results demonstrate that the proposed approach 

achieves high detection performance, with precision, recall, and accuracy reaching up to 

98%, 99.7%, and 98.8%, respectively. Compared to the ResNet50-based Faster R-CNN, the 

AlexNet backbone provides superior performance while requiring substantially less 

computation time, making it more suitable for practical applications. The incorporation of 

data augmentation techniques further improves model generalization by exposing the 

network to variations in orientation, illumination, and scale, which are commonly 

encountered in real-world pill images. 

Furthermore, qualitative detection results show that the proposed model can 

accurately localize and classify pill objects with high confidence, even in the presence of 

background noise such as measurement scales and varying imprint patterns. The bounding 

boxes closely align with pill boundaries, indicating robust region proposal and feature 

extraction capabilities. Overall, the balance between high accuracy and computational 

efficiency achieved by Faster R-CNN with AlexNet highlights its potential for deployment 

in real-world pharmaceutical systems, such as automated pill identification and 

verification, where reliability and efficiency are critical requirements. 
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